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Figure 1. Left: We present EchoMatch, a novel framework for partial-to-partial shape matching. We formalise a correspondence reflection
approach, where we ensure forward-backward-consistency for overlapping points. If a point returns to its original neighbourhood after
sending it from shape X to shape Y and back to shape X , we consider it to be an overlapping point, otherwise it is a non-overlapping point.
Middle: We show improved overlap prediction for partial-to-partial shape matching compared to the previous SOTA method DPFM [3].
Right: We achieve SOTA matching results in the partial-to-partial setting.

Abstract

Finding correspondences between 3D shapes is a crucial
problem in computer vision and graphics. While most re-
search has focused on finding correspondences in settings
where at least one of the shapes is complete, the realm of
partial-to-partial shape matching remains under-explored.
Yet, it is important since in many applications shapes are
only observed partially due to occlusion or scanning. Find-
ing correspondences between partial shapes comes with an
additional challenge: We not only want to identify corre-
spondences between points on either shape but also have
to determine which points of each shape actually have a
partner. To tackle this challenging problem, we present
EchoMatch, a novel framework for partial-to-partial shape
matching that incorporates the concept of correspondence
reflection to enable an overlap prediction within a func-
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tional map framework. With this approach, we show
that we can outperform current SOTA methods in chal-
lenging partial-to-partial shape matching problems. Our
code is publicly available at https://echo-match.
github.io.

1. Introduction

Shape matching is a long-standing problem in computer
vision and beyond and is a fundamental ingredient in ad-
dressing tasks such as shape interpolation, animation, or
texture transfer. In 3D shape matching, we are inter-
ested in finding correspondences between two 3D shapes.
There exists extensive research on full-to-full shape match-
ing, where the complete geometry of both shapes is avail-
able [1, 11, 25, 43, 62]. The more realistic – but substan-
tially more challenging – scenario is partial shape matching,
where either one or both shapes are only observed partially,
e.g., due to scanning artefacts or occlusions.

The partial-to-partial matching case is challenging, as we
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need not only to find correspondences between the shapes,
but also to determine the overlapping region between both
shapes, either explicitly or implicitly. Only a few meth-
ods exist that tackle such partial-to-partial shape matching
problems. Among them are two axiomatic methods, SM-
COMB [54] and GC-PPSM [24], which are dependent on
good feature initialisation and are rather slow, as well as the
learning-based method DPFM [3] that struggles with good
overlap prediction in challenging settings. In our work, we
improve this overlap predictor by introducing EchoMatch.
EchoMatch models the matching of shape X to shape Y
and the matching of shape Y to shape X separately. By
composing these individual directional mappings, any over-
lapping point in one shape will return to a neighbourhood
close to its original location, much like an echo returning
in audio processing. However, a counterpart does not ex-
ist in the other shape for non-overlapping points, so these
points will be mapped far apart (see left image in Figure 1).
With EchoMatch, we improve the overlap prediction and
the overall correspondence quality.

As shown in [4, 23], current methods use spatial coor-
dinate features as input features, which makes them depen-
dent on the alignment of shapes. Recently, an increasing
number of computer vision methods have based their fea-
tures on foundation models, such as 2D image features. In-
spired by Diff3f [20], which uses DINOv2 [41] features
for shape matching, we propose to use image-based fea-
tures also for partial-to-partial shape matching. With our
new EchoMatch formulation, we set the new SOTA in
the partial-to-partial shape matching domain with both the
commonly used spatial and image-based features. We sum-
marise our contributions as follows:
• We formulate a new overlap predictor for shape matching

that checks whether a point would return to its neighbour-
hood after forward-backward matching.

• We present EchoMatch, a novel shape matching frame-
work that embeds this new overlap predictor in a func-
tional map framework for the challenging partial-to-
partial problem.

• We outperform current SOTA methods in partial-to-
partial shape matching by a large margin.

2. Related Work
In this section, we summarise the most relevant works to
our approach. This includes various shape matching meth-
ods, the modelling of neighbourhood relations in matching
methods and feature computation for partial shapes.

2.1. Shape Matching
Shape matching can be divided into different categories
w.r.t. partiality of shapes. In this sense, we discuss rele-
vant works by starting with methods falling into the full-
to-full shape matching category, continuing with partial-to-

full approaches and concluding with partial-to-partial shape
matching, the category our approach falls into. For an in-
depth review of the shape matching literature, we refer the
reader to surveys [17, 55].

Full-to-Full Shape Matching. Non-rigid shape match-
ing methods can be categorised into two groups, namely
spatial and spectral methods, depending on their operating
domain. In the family of spatial methods, the most com-
mon strategy is to deform the source to resemble the target
shape and the correspondences are retrieved simply by near-
est neighbour search in the embedding space [25, 26, 59].
This is often dubbed non-rigid Iterative Closest Point (ICP)
and typically is computationally costly. Recent efforts try
to tackle deformation and matching tasks jointly with op-
timality guarantees. However, the size of tractable prob-
lems is limited: only either a handful of sparse key points or
low-resolution shapes are matched [29, 53, 54, 63, 64]. On
the other hand, spectral methods (e.g. functional maps) pio-
neered by Ovsjanikov et al. [43] do not depend on the shape
resolution but rather the number of spectral bases, which are
typically the 50 ∼ 200 leading eigen-bases of the Laplace-
Beltrami-Operator (LBO) of the given shapes. Moreover,
the resulting optimisation becomes a least squares prob-
lem, which can be efficiently solved to optimality. Many
learning-based methods built on this idea and with that yield
state-of-the-art results [6, 11, 30, 37]. Following these suc-
cessful works, our approach uses functional maps as regu-
larisation during training.

Partial-to-Full Shape Matching. In the partial-to-full
shape matching setting a partial shape is matched to a full
shape. This is considerably more difficult than matching
two full shapes due to more ambiguities introduced by the
partial shape. From an optimisation aspect, this means that
we are not trying to find a permutation matrix anymore but
rather a partial permutation matrix and thus the search space
is dramatically expanded. Rodolà et al. tackle partiality
in the spectral space [38, 52] by leveraging the insight that
the eigenbases of partial shapes do appear in the eigenbases
of the full ones. It lays the cornerstone of a line of deep
learning works [3, 11], which achieve impressive results in
partial-to-full shape matching setting. The idea of geomet-
ric consistency has also been exploited, where neighbour-
ing parts in the source shape must remain neighbours on the
target shape [22, 54]. Similar to these methods, we include
neighbourhood relations into our framework. Yet, we do
not enforce geometric consistency as a hard constraint but
rather use neighbourhood relations as a soft regularisation
for overlap prediction.

Partial-to-Partial Shape Matching. In the partial-to-
partial shape matching setting, we not only need to find cor-
respondences between two partial shapes but also need to
find their overlapping region. Even though partial-to-partial
shape matching poses the most realistic setting in shape



matching, it is still under-explored, and only three meth-
ods tackle this problem: DPFM [3] is a supervised learning
method with a cross-attention feature refinement network
to allow communication between the learned features. The
method struggles mostly with the overlap prediction qual-
ity, a problem we improve upon in this paper. The other
two methods, SM-COMB [54] and GC-PPSM [24], are ax-
iomatic methods. Both use integer linear programming and
geometric consistency constraints to tackle the partial shape
matching problem. SM-COMB requires inputs to have no
boundary and thus holes of partial shapes need to be closed
beforehand. In contrast, GC-PPSM can handle shapes with
boundaries. Yet, both methods rely on highly descriptive
learned features from [11] to achieve SOTA results. In ad-
dition, both methods require large computation times and
thus are not scalable to higher resolutions. In contrast, our
approach is fast, depends less on feature initialisation and is
scalable.

2.2. Neighbourhoods in Matching
Two different types of mechanisms to model neighbour-
hood preservation exist in literature, that are most relevant
to our proposed shape matching framework. The first mech-
anism is Mutual Nearest Neighbors (MNN), or bilateral
neighbours. Two points of two distinct sets are MNN if
they are each other’s nearest neighbour. MNN is widely
used in computer vision applications, such as point cloud
matching [31, 42]. Furthermore, MNN can be interpreted
as a special case of cycle-consistent matching between two
shapes and was applied in many shape matching frame-
works [7, 32, 44]. The second mechanism is Mutual Near-
est Neighbors Consensus (MNNC). Compared to MNN,
MNNC additionally incorporates neighbourhood relation-
ships between two sets of points and within a set of points.
Overall, MNN and MNNC have been applied across various
applications including image matching [13, 35, 48–50, 58],
shape retrieval [45], graph matching [27], and point cloud
alignment [36, 39, 46, 65]. In particular, for the task of
shape matching, Cao et al. [12] extend these concepts by
diffusing input functions on corresponding points on both
shapes to ensure smooth pointwise correspondences.

MNN can be viewed as a special case of our approach
when we limit neighbourhood size to 1. Yet, plainly com-
puting agreeing matchings from X to Y , and Y to X are not
typically well-suited for overlap region prediction since the
lack of explicit modelling of the neighbourhood could lead
to little overlaps, a gap that we address in our work.

2.3. Feature Descriptors for Partial Shape Matching
Shape descriptors are an essential input for partial shape
matching methods, as they serve as the basis for the cor-
respondence prediction. While there exist multiple intrinsic
descriptors for full shapes, such as the Wave Kernel Signa-

ture (WKS) [5] or the Heat Kernel Signature (HKS) [57],
they are not applicable for partial shapes. Primarily, ex-
trinsic feature descriptors like SHOT [60], based on spatial
coordinates and surface normals, or spatial coordinates di-
rectly, are used for partial shape matching. Recently, more
computer vision methods have used image-based features of
foundation models. In [61], the authors project a 3D mesh
to 2D images to compute 2D labels and project these la-
bels back to 3D. Aggregating 2D foundation model features
to 3D has already shown significant results [16, 28, 34].
Diff3f [20] utilises this idea for shape matching and uses
DINOv2 [41] features on the rendered images. Concurrent
work [14] uses these image features for partial point cloud
matching. We show that these features can benefit partial-
to-partial shape matching.

3. Background
In the following, we summarise the most relevant back-
ground for our work. This includes definition of shapes and
feature extractors, discussion of functional maps as well as
discussion of useful loss formulations.

Definitions. We define two shapes X ,Y as tuples X =
(VX , TX ) and Y = (VY , TY), with respective vertices VX
and VY and respective triangles TX and TY . We denote the
number of vertices per shape as m = |VX | and n = |VY |.
The first k eigenfunctions of the Laplacians of the shapes
are denoted as ΦX ∈ Rm×k and ΦY ∈ Rn×k, describ-
ing the spectral embedding of the two shapes. We utilise a
functional map module for correspondence prediction and a
commonly used feature extractor in our network.

Feature Extractor. On both shapes, we learn d-
dimensional features FX ∈ Rm×d and FY ∈ Rn×d. These
features are learned in a Siamese fashion [11], i.e., the same
feature extractoris used for both shapes X and Y [3, 11, 18].

Full-to-Full Functional Maps. We utilise the regu-
larised functional map solver [19] to compute functional
maps. We project the feature descriptors onto their respec-
tive spectral projectors, formed by the pseudoinverse of the
first k eigenfunctions of the Laplace-Beltrami basis. This
results in the following projections:

A = Φ†
XFX and B = Φ†

YFY ,

where ΦX and ΦY represent the spectral bases on X and Y ,
respectively, while Φ†

X and Φ†
Y denote their corresponding

pseudoinverses. In the full-to-full functional map pipeline,
we seek to find a functional map CXY that aligns shapes X
and Y in the spectral domain. With the derived coefficients,
we apply regularisation techniques, such as commutativity
constraints [19]. Specifically, we solve for CXY as follows:

CXY = argmin
C

∥CA−B∥2F + λ ∥C∆X −∆YC∥2F .

Here ∆X and ∆Y denotes the resolvent operator for com-
mutativity regularisation [47] and λ is a scalar hyperpa-



rameter. An analogous formalism was also applied to the
partial-to-full setting [3, 52].

Partial-to-Partial Functional Map. As demonstrated
in [3, 9], for both full-to-partial and partial-to-partial shape
matching, directly applying the formulation from the pre-
vious section can introduce errors in the functional map.
We address this issue through feature pruning. In our train-
ing setup, we denote the ground truth vertex overlap mask
by MY , which isolates the region of Y that overlaps with
X . These masks enable us to restrict feature descriptors
to the overlapping region, focusing the functional map on
shared areas only. To compute the spectral coefficients of
the feature descriptors on each shape, we project FX and
the masked feature descriptors MY ⊙FY onto their respec-
tive spectral bases where ⊙ denotes element-wise multipli-
cation. This gives

A = Φ†
XFX and B = Φ†

Y(MY ⊙FY).

By retaining only the ground truth overlapping region, the
resulting functional map can be interpreted as a partial-to-
full functional map. We mask only the overlapping parts of
Y (denoted Y), ensuring that all regions in Y are present
in X . While features on Y are pruned, features on X re-
main unpruned to maintain a stable solution for ∥CA−B∥.
Pruning features on X could lead to a rank-deficient A, par-
ticularly in cases with minimal overlap. Mapping in the re-
verse direction follows a similar formulation. Experimental
analyses can be found in the ablation studies section.

Functional Map Loss. For the functional map mod-
ule, we compare the predicted functional map CXY with
the ground truth functional map Cgt, i.e.

Lfmap = ||Cgt − CXY ||2F . (1)

PointInfoNCE Loss. Further, we utilise the PointIn-
foNCE Loss to ensure that the feature distance between
corresponding points is minimised, whereas the distance of
non-corresponding points is maximised. Refer to [3] for ad-
ditional details.

4. Our EchoMatch Method
For two shapes X and Y , we learn features for each ver-
tex on these shapes. These features are used to compute
the functional map and to determine the overlap prediction,
see Figure 2. Inspired by point cloud matching [36, 65],
EchoMatch is based on a simple yet efficient idea: We
model the matching in each direction separately. Each di-
rection is treated as a partial-to-full matching, where every
vertex in the partial shape has a counterpart in the (virtual)
full shape. This allows us to represent the correspondences
as a row-stochastic matrix (see Soft Point Map below). Af-
ter composing the directional mapping from X to Y and
from Y to X , we expect that an overlapping point in shape

X will return to a neighbourhood close to its original spatial
position, see Figure 3. In contrast, for a point in shape X
that is not in the overlapping region, there is no true coun-
terpart in shape Y due to partiality. Consequently, this point
will be mapped to an incorrect location on shape Y and
will likely be mapped back to incorrect areas on shape X
upon returning. In the following section, we will explain
EchoMatch in more detail.

Soft Point Map. After extracting features from the
feature extractor, they can be used to generate a row-
stochastic pointwise correspondence map ΠXY , where the
entry ΠXY [i, j] in i-th row and j-th column of ΠXY en-
codes the probability that the vertex vi ∈ VX is mapped to
the vertex vj ∈ VY . This correspondence is generated using
the softmax function, such that

ΠXY = Softmax
(
FXFT

Y /τ
)
. (2)

Here τ is a temperature parameter controlling the smooth-
ness of the correspondence probabilities.

Correspondence Reflection. The two soft correspon-
dence matrices ΠXY ∈ Rm×n and ΠYX ∈ Rn×m are both
row-stochastic, meaning that each row sums to 1. These en-
tries can also be used as overlap predictors by projecting a
point from shape X to shape Y and back to shape X via

PX = ΠXY ×ΠYX . (3)

The diagonal of this matrix encodes the probability that a
point on shape X maps back to itself after being projected
onto shape Y and then returned to X . For a diagonal ele-
ment, this probability is given by

P ii
X = ΠXY [i, :]×ΠYX [:, i]. (4)

Here “:” means selecting the whole row (column, respec-
tively) of ΠXY or ΠYX .

The value P ij
X represents the probability of vertex vi re-

turning to a vertex vj ∈ X after mapping from shape X to
Y and back to X , i.e.

P ij
X = ΠXY [i, :]×ΠYX [:, j]. (5)

Let Ni denote the neighbourhood of vertex vi on shape X
with neighbourhood size l = |Ni|. For every vertex vi we
stack all probabilities P ij

X for j ∈ Ni to get PNi

X ∈ R1×l.
The matrix PN

X ∈ Rm×l is build up from the individual
PNi

X ∈ R1×l and encodes the probability for each vertex X
to return to its respective neighbourhood, a concept that we
refer to as correspondence reflection. It indicates whether
respective points are in the overlap region or not.

Diffusion for Smoothing. We feed the reflection
scores from each point’s neighbourhood PN

X into a Diffu-
sion Net [56], which further refines the results, producing
prediction vectors pX ∈ [0, 1]m and pY ∈ [0, 1]n for shapes



Figure 2. The EchoMatch pipeline consists of four main parts: 1) For two shapes X ,Y , we extract per-vertex feature vectors (collected
in feature matrices FX and FY ) using a Diffusion Net [56]. 2) Using these features, we predict an overlap score for every point utilising
EchoMatch. 3) We compute the functional map utilising the features (we prune FY to this end). 4) Finally, we calculate a point-wise
normalised cross-entropy (PointInfoNCE) loss for both feature matrices FX and FY .

Figure 3. Correspondence Reflection: Starting from a query
point on shape X with a corresponding point on shape Y (both
in black), we propagate soft probability scores forth and back us-
ing the soft point maps ΠXY and ΠYX . This reflection yields
“echoed” scores on X , which are further refined after aggregating
the spatial neighbourhood of the original query point (highlighted
in light blue).

X and Y , respectively. Using the Diffusion Net, the model
learns to dynamically adjust the influence of neighbouring
values during training, effectively smoothing out symmetry
artefacts and spatial inconsistencies. This refinement step
leverages both local neighbourhood information and global
surface learning to achieve more coherent overlap predic-
tions. We show a refinement example in Figure 4.

Overlap Loss. Given the ground truth overlap region
MX ∈ {0, 1}m and MY ∈ {0, 1}n and the predictions
pX ∈ [0, 1]m and pY ∈ [0, 1]n we define the overlap loss as

Lov = wBCE(MX , pX ) + wBCE(MY , pY). (6)

w/o Refinement w/ Refinement

Figure 4. Refinement of Overlap Predictions: Before refine-
ment with Diffusion Net, the reflection scores (summed across the
neighbourhood for visualisation) appear fuzzy and irregular (left).
After refinement, we obtain a clear and well-defined final overlap
prediction (right).

5. Experimental Results

We experimentally evaluate our proposed method and refer
to the supplementary material for implementation details.

5.1. Partial Shape Matching Datasets

We use all three existing partial-to-partial shape match-
ing datasets for our experiments. Cuts-Partial-to-
Partial (CP2P24) [3, 24], based on SHREC’16 [15]
and TOSCA [10] includes isometric, normalised, aligned
humanoid and animal shapes. PARTIALSMAL (PS-
MAL) [24] based on SMAL [66], includes non-isometric,
normalised animal shapes. Additionally, we use the
most challenging dataset BeCoS [23], based on multiple
datasets [2, 8, 10, 21, 40, 51, 51, 66]. It includes non-
isometric, realistic scaled humanoid and animal shapes.
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Figure 5. We show PCK curves and respective AUC (↑) values (numbers in legends) for the different partial-to-partial shape matching
methods on three different datasets using DINOv2 features (solid) and, for completeness, using spatial coordinates as inputs (dashed).

5.2. Shape Matching Methods

Even though partial-to-partial shape matching is the most
realistic in the shape matching domain, it is still under-
explored. There exists only one supervised learning-based
method: DPFM [3] and two axiomatic methods: SM-
COMB [54] and GC-PPSM [24]. As SM-COMB can only
solve shape matching problems that include closed shapes,
we add vertices to close the shapes beforehand. Matchings
that include these added vertices later are evaluated as non-
overlapping regions. We use a common number of training
iterations and select the last checkpoint for both learning-
based methods (DPFM and our method), ensuring consis-
tency across evaluations, except for BeCoS, which has des-
ignated validation and test splits.

5.3. Input Features

We evaluate our method on both the previously used spatial
coordinates as input and foundation model image features
projected on 3D shapes.

Coordinates as Input. Previous partial shape matching
methods mostly used spatial coordinates (XYZ) input for
their methods. DPFM uses XYZ coordinates as direct input
with only a few augmentations. SM-COMB and GC-PPSM
use features from a strong network pre-trained on the un-
supervised partial-to-full shape matching task with XYZ-
coordinates as input [11], assuming spatial alignment and
full-shape priors.

Image Features as Input. In [4, 23], the authors already
mention that due to spatial coordinates as input features,
current methods mainly depend on aligned shapes. Re-
cently, more computer vision methods rely on features from
foundation models, e.g., 2D image features. These fea-
tures are not directly applicable for partial-to-partial shape
matching as they cannot determine overlapping regions and
output noisy correspondences. However, we show that
the image features (DINOv2 [41] features) benefit the per-
formance of our method as input features and exceed the

performance of the XYZ input features, especially when
the shapes are not aligned. We use the framework from
Diff3f [20] to extract the image features from the mesh by
rotating a camera around the mesh from 100 different views.
Compared to Diff3f, we only use the computed image fea-
tures and do not include diffusion features, as we do not
know which animal we observe. Additionally, we use back-
face culling since we observe partial shapes. For fairness,
we use DINOv2 features directly for all methods.

5.4. Evaluation Metric
Intersection Over Union. As proposed in [24], we use the
Intersection over Union (IoU) to evaluate the overlap re-
gion prediction. The prediction P ∈ {0, 1}(|V |×1) and the
ground truth vector G ∈ {0, 1}(|V |×1) encode for every ver-
tex in V if it is in the overlapping region. Then, we get the
quality of the overlapping region with the IoU = |P∩G|

|P∪G| .
We report the mean IoU (mIoU) over all shapes.

Geodesic Error. We evaluate correspondences with the
well-established geodesic error using the Princeton Proto-
col [33]. We base our evaluation on the partial-to-partial
evaluation of [23]: We normalise the geodesic error by
the shape diameter (square root of the area) of the corre-
sponding full shape. For unmatched vertices that should
be matched and vertices that are matched but should not be
matched, we set an infinite geodesic error [24]. This ensures
that we incorporate the overlap prediction in the geodesic
error computation and helps to get a better picture of the
overall performance. Note that due to this infinite geodesic
error, the geodesic error curve does not necessarily reach
100%. When referring to the mean geodesic error, we eval-
uate the geodesic error only in the overlapping region.

5.5. Results
We show the geodesic error curves with Area Under the
Curves (AUC) in Figure 5, the mean Intersection over
Union (mIoU) in Table 1 and some qualitative results with
DINOv2 features in Figure 6. We refer to the supplemen-
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Figure 6. We show qualitative results of all methods used in our experiments on datasets BeCoS, PSMAL and CP2P24. The axiomatic
methods SM-COMB [54] and GC-PPSM [24] struggle with capturing the full extent of the overlapping region as well as producing smooth
matchings. DPFM [3] generally performs well, however, its overlap predictions can be scattered around the boundaries of the overlapping
regions. In contrast, our method EchoMatch, produces well-defined overlap predictions and smooth matchings across all benchmarks.

Methods CP2P24 [3, 24] PSMAL [24] BeCoS [23]

SM-COMB [54] XYZ 57.86* 54.76* 47.04
DINOv2 38.38 36.61 48.29

GC-PPSM [24] XYZ 69.29* 64.34* 49.34
DINOv2 49.66 34.30 33.14

DPFM [3] XYZ 63.86 67.04 48.18
DINOv2 74.15 73.67 51.02

Ours XYZ 80.10 72.71 52.40
DINOv2 84.72 84.75 64.68

Table 1. Mean IoU (×100) on different datasets: Our method
outperforms previous methods in terms of the mean Intersec-
tion over Union in all available partial-to-partial shape match-
ing datasets, especially in the challenging non-isometric BeCoS
dataset. Some axiomatic methods (see “∗”) use features computed
with a pre-trained network trained on partial-to-full shapes.

tary material for analysis of incompleteness patterns A.1,
full curves A.2 and more qualitative results A.5.

Discussion. Both axiomatic methods rely heavily on
good input features and perform mostly well when utilis-
ing learned features. Both solve their problem in low di-
mension, such that they suffer from patch-wise artefacts
when upsampling to a higher dimension (see Figure 6: GC-
PPSM and SM-COMB in PSMAL). DPFM mostly strug-
gles with good overlap predictions (see Figure 6 BeCoS).
In terms of mIoU, our method outperforms current methods
in both XYZ and DINOv2 features, as shown in Table 1.

In terms of geodesic error (see Figure 6) curves, we out-
perform previous state-of-the-art on all datasets and met-
rics, except on BeCoS using spatial features. Here, large
performance drops for all methods stem from the dataset’s
inherent challenges (shapes are unaligned, unnormalised,
and include challenging non-isometries), which make spa-
tial features fundamentally ill-suited for evaluated methods
and yield near-random performance for all methods. As a
consequence, results cannot be interpreted as one method
outperforming another. Yet, when using DINOv2 features,
our method exceeds all other methods by a large margin.

5.6. Ablation Studies

We show ablation studies on different neighbourhood sizes,
pruning with the ground truth overlap, rotation experiments
and a discretisation example. We refer to the supplementary
material for further ablations on general shape matching and
loss formulations, where we show that combining our three
loss parts shows the most stable results with two datasets.

Different Neighbourhood Sizes. We test different
neighbourhood sizes l on the BeCoS validation set. We
show the average geodesic error on the overlapping region
and the mIoU in Table 2. A larger neighbourhood signif-
icantly improves performance, mainly affecting the over-
lap predictor in terms of mIoU. Stable performance for
l = 32 . . . 1024 is due to ”Overlap DiffusionNet”, which
can flexibly learn the influence of the points in the neigh-
bourhood and can ignore points further away.



Size l 1 4 8 16 32 64 128 256 512 1024

mIoU (↑) 55.04 62.86 57.91 61.64 65.00 67.43 65.10 67.49 67.95 67.81
GeoErr (↓) 7.96 8.03 8.17 7.97 7.86 7.80 8.18 8.11 7.85 8.08

Table 2. Neighbourhood Ablation: We show the mean IoU
(×100) and Geodesic Error (×100) on the BeCoS validation set
for different neighbourhood sizes. Larger neighbourhoods per-
form better than smaller ones, where 64 shows the best results.

w/ Pruning w/o Pruning Pruning Both

mIoU (↑) 67.43 67.30 65.48
GeoErr (↓) 7.80 8.72 8.80

Table 3. By pruning FY before computing the functional map both
the mean IoU and the geodesic error improve.

Train: Rotate (around)
XYZ (small) Y Z XYZ DINOv2

Test w/o rotation 9.13 10.76 16.71 11.84 7.23
w/ rotation 33.34 21.56 27.61 12.36 9.73

Table 4. Rotation Ablation: We train with spatial coordinates
as input on only little rotated shapes (XYZ(small)), with random
rotation around Y, Z or all axes. Additionally, we train without
rotation with DINOv2 features. Then, we test randomly rotated
or aligned shapes, as given in the dataset. When training with
low rotation and spatial input features, we get good results on the
proposed test set, but adding rotation worsens the results. Using
DINOv2 features improves the results compared to spatial inputs
in both the aligned test set and the randomly rotated one.

Pruning with Ground Truth Overlap. We show that
feature pruning in the functional map module (see Sec-
tion 2.3 and [3, 9]) with the ground truth overlap region
during training enhances performance in the BeCoS [23]
validation set in Table 3. Importantly, ground truth over-
lap is only used during training; our overlap predictor relies
solely on the learned feature at test times.

Rotation Around Different Axes. As mentioned in [4,
23], previous partial-to-partial shape matching methods
struggle with overfitting to the alignment of datasets. We
show an ablation study on the aligned CP2P21 dataset [3].
As a baseline, we rotate the shapes only slightly, as pro-
posed in DPFM [3]. Moreover, following ULRSSM [11],
we rotate around the y-axis and z-axis. Additionally, we
rotate the shapes around all three axes up to 360 degrees.
We also train the network with aligned shapes and DINOv2
features. With these trained models we test the original,
aligned dataset and a randomly rotated one. In Table 4 we
show the average geodesic error on the overlapping region.
All input features are affected by the rotation in the ran-
domly rotated test set. Still, the DINOv2 input features out-
perform the spatial coordinates by a large margin.

10 000 1000 500

1

64

Table 5. Discretisation Experiment: We examine the effect of
different neighbourhood sizes (1 and 64) of the overlap prediction
at different discretisation levels of on one shape (10 000, 1000, and
500 faces). We do not alter the resolution of the other shape. A
larger neighbourhood (64) leads to more reliable overlap predic-
tions, even with coarse discretisation. However, errors still occur,
as seen in the right column for the left leg of the rightmost shape.

Discretisation Example. We show exemplary that with
a larger neighbourhood, our method is more robust to dif-
ferent discretisation levels (Table 5).

6. Limitations and Future Work
We demonstrate that using 2D image features significantly
improves matching performance compared to spatial coor-
dinates. Yet, our approach still depends on the quality of
these features, which poses certain limitations. For exam-
ple, points that are structurally part of the mesh but not vis-
ible in any image (e.g. the tongue of certain animal shapes)
must be approximated, often leading to inaccuracies. Ad-
ditionally, matching partial shapes introduces challenges
since views of the 3D shape may not have meaningful 2D
image representations but are still used for feature computa-
tion. We observed that the quality of image features for par-
tial shapes is still notably lower than for complete shapes.
Finally, although our method effectively handles different
discretisations, it is not entirely invariant, see Table 5.

7. Conclusion
We present EchoMatch, a novel framework to address the
challenging partial-to-partial shape matching problem. By
introducing the concept of correspondence reflection within
a functional map framework, EchoMatch effectively identi-
fies overlapping regions between partially observed shapes.
This approach yields state-of-the-art performance, setting a
new benchmark for realistic applications where shapes are
only partially visible. We hope our work inspires further ex-
ploration of correspondence reflection in the under-explored
domain of partial-to-partial shape matching. In addition, we
believe that our overlap predictor can be applied to other
problems in visual computing that deal with partial data.
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EchoMatch: Partial-to-Partial Shape Matching via Correspondence Reflection

Supplementary Material

A. Implementation Details

EchoMatch. For both the overlap predictor and the fea-
ture extractor, we use Diffusion Net [56]. For the overlap
predictor, we use three Diffusion Net blocks with a hidden
dimension size of 16. Similar to [3], our feature extractor
contains four Diffusion Net blocks with a hidden dimension
size of 128. We train each learning-based method (DPFM
and ours) for 60,000 iterations and use the final checkpoint
for evaluation on CP2P24 and PSMAL. For BeCoS, we use
the best-performing checkpoint on its validation split and
report results on its test split. We use 50 eigenfunctions
for our functional map module. For the predicted func-
tional map, we impose structured regularization [47] with
γ = 0.5 and λ = 100 as in [3]. Also, for the ground truth
functional map, we impose regularization by treating eigen-
functions as coefficients. To this end, we choose γ = 0.5
and λ = 106. For our overlap prediction, we initialize the
temperature parameter τ = 0.1 for the soft point map and
treat it as a learnable parameter during training. We estab-
lish the final point-to-point correspondences for every point
in the predicted overlap region by computing the nearest
neighbour of each vertex in FX in FY . As described in the
main paper, the total loss is the unweighted summation of
three losses: functional map loss Lfmap, overlap loss Lov and
PointInfoNCE loss Lnce

Ltotal = Lov + Lfmap + Lnce. (7)

The PointInfoNCE loss contains two terms: a self-contrast
term Lself and a cross-contrast term Lcross

Lnce = λselfLself + λcrossLcross. (8)

We choose λself = 0.1 and λcross = 0.1.

Computational Resources. For the learning-based meth-
ods, DPFM and our method EchoMatch, we use five cores
of an Intel Xeon Gold 6148 CPU with 36GB RAM and an
NVIDIA RTX 5000 GPU with 32GB VRAM. For the ax-
iomatic methods SM-COMB and GC-PPSM, we use an In-
tel Xeon E5-2697 with 16 cores and 36GB of RAM.

B. Dataset Split Details

We evaluate our method on three benchmark datasets for
partial-to-partial shape matching: CP2P, PSMAL, and Be-
CoS. Below, we detail the dataset splits and configurations
used in our experiments.

CP2P. The CP2P dataset (Cuts-Partial-to-Partial), first in-
troduced in DPFM [3], is derived from the SHREC16
dataset [15] and the TOSCA dataset [10]. For our main
experiments, we refer to the setup from [24] as CP2P24,
where 120 shapes from the SHREC16 CUTS training set
are used to generate 1164 training pairs, and evaluation is
performed on 100 test pairs sampled from 153 shapes in the
SHREC16 CUTS24 test set. For ablation studies, we refer
to the original DPFM setup [3] as CP2P21, where the data is
split into 242 training pairs and 61 validation pairs derived
from SHREC16 CUTS training set.

PSMAL. The PSMAL dataset (PARTIALSMAL) [24],
is derived from the SMAL [66] dataset and features non-
isometric, normalised partial shapes of animals. The dataset
includes 49 distinct shapes across 8 animal species. We
follow a train/test split based on species, ensuring that the
training and test sets contain different animal categories.
This results in 273 training pairs and 100 test pairs.

BeCoS. BeCoS [23] is the most challenging dataset in our
evaluation, containing non-isometric, realistically scaled
partial shapes of humanoids and animals. It is the only
partial-to-partial shape matching dataset with a structured
train/validation/test split, containing 10,185 train, 137 vali-
dation, and 142 test instances. Evaluations are conducted in
both directions for each pair. In all our experiments, we use
a subset of the first 701 train instances, resulting in 1,402
training pairs. For ablation studies, we report results on the
validation split.

C. Time Measurements
In Table A.1, we show the computation time for EchoMatch
in comparison to the baseline methods. The axiomatic
methods (SM-COMB and GC-PPSM) do not need any
training time. Nevertheless, they are slower during infer-
ence. Both supervised learning-based methods (DPFM and
EchoMatch) require similar time for training and inference.

D. Ablation Studies
D.1. Impact of Losses
We evaluate the influence of the different loss terms in
Table A.2. To this end, we ablate on the BeCoS valida-
tion set [23] and CP2P21 dataset as described in Sec. B.
For the evaluation, we consider both the overlap predic-
tion in terms of the mean Intersection over Union (mIoU),



Method Training Inference
(whole set) (per shape pair)

SM-COMB [54] N/A 0.1h
GC-PPSM [24] N/A 3.1h
DPFM [3] 4.8h 0.18s
Ours 5.4h 0.20s

Table A.1. We show the mean computation time for our method
in comparison to the baseline methods. Axiomatic methods do not
require any training time but are slow during inference. DPFM
and our method require similar time for training and inference.

as well as the correspondence quality in terms of mean
geodesic error (mGeoError). Our overlap loss Lov is essen-
tial for achieving reasonable overlap predictions (without
Lov, mIoU is zero, cf. first row in Table A.2).

For the functional map loss Lfmap, we see a positive
influence on the CP2P21 dataset due to its isometric na-
ture and the low-pass smoothing effect from the functional
map. On the more challenging BeCoS dataset, Lfmap dete-
riorates the performance, which might stem from the severe
non-isometries and challenging high-frequency partialities
present in the dataset.

The PointInfoNCE loss Lnce boosts the performance on
the BeCoS dataset as it operates on high-frequencies and
is more robust to non-isometries. Yet, Lnce alone with-
out Lfmap is insufficient on the CP2P21 dataset showing in-
ferior performance, which we attribute to the high-quality
DINOv2 features on the CP2P21 dataset due to intra-class
matchings. Specifically, in the BeCoS dataset, shapes from
different classes (e.g. elephant and cat) are matched. Dif-
ferent geometric properties of shapes from different classes
lead to less accurate DINOv2 features, which explains the
greater importance of Lnce. On the other hand, the CP2P21
dataset only includes matches between the same shape cate-
gory resulting in similar geometric properties and thus lead-
ing to more accurate DINOv2 features. This requires less
contribution of the Lnce and the high-frequency informa-
tion from Lnce in this context can potentially over empha-
size fine-grained details, leading to overfitting.

We found that combining all losses is the best general
trade-off. With that, we are able to use fixed relative loss
weights and achieve overall high-quality performance with-
out dataset-specific weight tuning.

D.2. Application to General Shape Matching

To evaluate the impact of the EchoModule we analyse the
performance in terms of geodesic error in the partial-to-
full (P2F) and in the full-to-full (F2F) case. For F2F, we
apply our losses directly to echoed scores (we bypass the
“Overlap DiffusionNet” since we have 100% overlap). Our
module reduces geodesic error in both cases.

CP2P21 BeCoS
Losses mIoU (↑) mGeoError (↓) mIoU (↑) mGeoError (↓)

Lfmap + Lnce 0 6.43 0 8.03
Lov + Lfmap 73.36 7.12 59.79 9.39
Lov + Lnce 67.71 10.84 69.94 6.94
Lov + Lfmap + Lnce 71.07 7.23 67.43 7.80

Table A.2. We show the mean Intersection over Union (×100)
and mean geodesic error (×100) for different loss combinations.
Overall, combining all three losses shows the best generalisation
capabilities over both datasets.

Geo.Err. w/o Echo w/ Echo(Raw) w/ Echo(Complete)

BeCoS P2F 5.53 5.30 5.24
BeCoS F2F 3.95 3.70 –

Table A.3. Application to Partial-to-Full (P2F) and Full-
to-Full (F2F) shape matching: Our EchoModule reduces the
geodesic error in both P2F and F2F settings.
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Figure A.1. Overlap Percentage Analysis: With increasing
amount of overlap all method perform better in terms of mean
IoU on the CP2P24 dataset (left). With high percentage of the
full shape (> 75% and 50− 75%) the mIoU improves (right).

E. Analysis of Pattern of Incompleteness

We analyse the overlap prediction (mIoU) of partial-to-
partial shape matching methods on the CP2P24 dataset in
terms of overlap percentage (see Figure A.1 left). All meth-
ods improve with larger overlaps. In the per-shape anal-
ysis (see Figure A.1 right) the mIoU increases when both
shapes are more complete (> 75% and 50− 75%).

F. Qualitative Results

F.1. More Qualitative Results on Different Datasets

We show additional qualitative results in Figure A.5 and A.6
on the CP2P24, PSMAL and BeCoS datasets. The ax-
iomatic methods SM-COMB and GC-PPSM can only solve
the matching on low resolution, which results in false patch-
wise overlaps or false correspondences (see red ellipses
in Figures A.5 and A.6). DPFM mostly struggles with
inaccurate overlap predictions. Consequently, the corre-
spondence predictions on the wrongly matched overlapping
parts are often of low quality (see red ellipses in Figures A.5
and A.6).
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Figure A.2. We show the uncut PCK curves for the different partial-to-partial shape matching methods on three different datasets with
DINOv2 features (solid). We also add the corresponding curves for spatial coordinate input (dashed) for completeness.
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Figure A.3. Training progress comparison on CP2P24 and PSMAL datasets w.r.t the mIoU metric. We show the training curves for both
DPFM and our method with DINOv2 features (solid) and spatial coordinates as inputs (dashed). Both methods are trained and stopped at
60 000 iterations. Our method consistently achieves higher mean IoU scores throughout the whole training.

F.2. Failure Cases

We show failure cases of our method in Figure A.4. Espe-
cially on the very challenging BeCoS dataset, our method
shows inaccurate overlapping region predictions and inac-
curate correspondence predictions. These likely stem from
scanning artefacts which introduce significant noise.

Source Ours GT Source Ours GT

Figure A.4. We show failure cases of our method on the chal-
lenging BeCoS dataset. Due to the scanning artefacts the partial
shapes have very challenging geometry, which makes it difficult
for our method to predict good overlap regions.

G. Full Geodesic Error Curves
For better visualisation, we show cut geodesic error curves
in Figure 5. For completeness, we add the uncut geodesic
error curves in Figure A.2.

H. Training Details and Convergence Analysis
We provide a detailed analysis of the training progression
for both our method and DPFM. Each model is trained and
stopped at 60,000 iterations on the CP2P24 and PSMAL
datasets. As shown in Figure A.3, our method exhibits
faster convergence and achieves better performance across
both datasets.
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Figure A.5. We show qualitative results on CP2P24, PSMAL and BeCoS for all methods: the two axiomatic methods SM-COMB and
GC-PPSM as well as the two learning based methods DPFM and our EchoMatch. Our method shows the most accurate overlap predictions
and smoothest matchings. We mark incorrect predictions with red ellipses, which include both matching errors from GC-PPSM and SM-
COMB (due to lower shape resolution) and overlap prediction errors from DPFM.
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Figure A.6. Additional qualitative comparison between EchoMatch and baseline methods. While our method generally outperforms
baselines as in Figure A.5, these examples also showcase some challenging cases where our method also fails.


	Introduction
	Related Work
	Shape Matching
	Neighbourhoods in Matching
	Feature Descriptors for Partial Shape Matching

	Background
	Our EchoMatch Method
	Experimental Results
	Partial Shape Matching Datasets
	Shape Matching Methods
	Input Features
	Evaluation Metric
	Results
	Ablation Studies

	Limitations and Future Work
	Conclusion
	Implementation Details


	Dataset Split Details
	Time Measurements
	Ablation Studies
	Impact of Losses
	Application to General Shape Matching

	Analysis of Pattern of Incompleteness
	Qualitative Results
	More Qualitative Results on Different Datasets
	Failure Cases

	Full Geodesic Error Curves
	Training Details and Convergence Analysis



